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● Facebook’s ad targeting, audience selection 
tools, and ad delivery algorithm shown to be 
discriminative.

● Lawsuits from ACLU to EEOC, HUD; 
○ Title VII, Section 230 of CDA, FHA

● June 2022 DoJ settlement with Meta

● Deliberate choice of images - circumvent 
disabling of targeting and audience selection.

● Inspired by:
○ Social science theories - persuasive 

influence of images on job applications.
○ Case law - images discourage minorities 

from seeking housing opportunities.
○ Statutory parallels and shared objectives 

between employment and housing law.

Job Ad Images of NYPD_Recruit and 
Nurse_Recruiter on Facebook Ad Library

MOTIVATION

 Evidence of 
Overrepresentation of Women

Evidence of Proactive and Stereotypical Advertiser Image Choices by 
Doordash (top), Monster.com (bottom left) and Instacart (bottom right)

IMPLICATIONS
Legal and Ethical Debates:
● Exclusionary use of images:

○ Possibly discriminatory under Title VII and 
Section 230 of CDA 

○ Case law under broader FHA - discourage 
minorities from applying to housing 
opportunities.

● Inclusive use of images:
○ Ethically desirable
○ But conflict with affirmative action - reverse 

discrimination law suits by White Males.
● We do not take a normative position on the 

legality and ethics of image types. 

Transparency Limitations:

● Prior work - transparency limitations of the Ad 
API and the Ad Library for Political 
Advertising.
○ Assume API access
○ Not present for job ads

● Challenges we encountered in the Ad Library 
for Job Ads, motivated by the desire for:
○ Completeness and comprehensiveness
○ Impact of advertiser choices
○ Covert studies
○ Easy access to bulk data
○ Study of advertiser - platform interaction 

METHODS AND FINDINGS

Fair Housing Act - Ragin 
v. New York Times 
(1989); Is it Time to End 
the Use of Models in 
Housing Advertisements 

● Audit job ad images on Facebook Ad Library.
● If rate of representation of gender and race of people in the images - statistically significantly differs 

from that of the U.S. workforce for that occupation => deviation in representation

Cannot Study the Algorithmic Personalization 
of Dynamic Ad Creatives and Carousel Ads
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Evidence of Over-representation of Black People and 
Under-representation of White People 

Green implies statistically significant values with 𝑝 < 0.05 and Red implies values not statistically significant


