
Goals
GOAL 1: Measuring fairness under unawareness of sensitive 
attributes.
GOAL 2: Decoupling group-level and individual-level inferences to 
avoid model misuse.

Results

Conclusions
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Background Summary
● Knowledge of sensitive attributes is necessary to measure group 

fairness.
● Sensitive attributes are often unavailable due to legislation, privacy 

requirements, data minimization, or prospect of negative media 
coverage [1,2].

● Fairness under unawareness is a setting of high practical interest 
which received little attention from the community [3].

Enter Quantification
● Quantifiers estimate class prevalence rather than individual 

membership [4]. They act on samples and output one value in [0,1].

Key Proposition

Method

Observational measures of algorithmic fairness, such as parity of 
acceptance rate, TP, TN, FP, and FN can be computed, under 
unawareness of sensitive attributes, by estimating
the prevalence of the sensitive attribute in specific subsets of the 
test set.

Proof. Sketch for demographic parity, i.e. parity of 
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Demographic parity estimation error of different methods as we vary 
the sensitive attribute prevalence in the test set.
● CC and PCC (prior art [3]) are outperformed by quantification 

methods ACC, PACC, SLD and HDy.
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